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This paper introduces a guidance strategy for spacecraft proximity operations,which leveragesdeep reinforcement

learning, a branch of artificial intelligence. This technique enables guidance strategies to be learned rather than

designed. The learned guidance strategy feeds velocity commands to a conventional controller to track. Control

theory is used alongside deep reinforcement learning to lower the learning burden and facilitate the transfer of the

learned behavior from simulation to reality. In this paper, a proof-of-concept spacecraft pose tracking and docking

scenario is considered, in simulation and experiment, to test the feasibility of the proposed approach. Results show

that such a system can be trained entirely in simulation and transferred to reality with comparable performance.

I. Introduction

AUTONOMOUS spacecraft rendezvous and docking operations
have become an active research area in recent decades. Appli-

cations, such as on-orbit servicing, assembly, and debris capture [1],
require the capability for a chaser spacecraft to autonomously and
safely maneuver itself in proximity to a potentially uncooperative
target object. A common strategy is pose tracking (i.e., synchronizing
the translational and rotational motion of the chaser with respect to
the target, such that there is no relative motion between the two
objects). Only then does the chaser perform its final approach and
capture or dockwith the target.Guidance and control algorithms have
been developed for this purpose. For example, a guidance and control
scheme for capturing a tumbling debris with a robotic manipulator
was developed by Aghili [2]. Wilde et al. [3] developed inverse
dynamics models to generate guidance paths, and included exper-
imental validation. Ma et al. [4] applied feedforward optimal control
for orienting a chaser spacecraft at a constant relative position
with respect to a tumbling target. A variety of dual quaternion
approaches have been explored [5–7]. Pothen and Ulrich [8,9] used
the Udwadia–Kalaba equation to formulate the close-range rendez-
vous problem, and included experimental validation. Lyapunov vec-
tor fields have been used to command docking with an uncooperative
target spacecraft by Hough and Ulrich [10].
The currently developed guidance and control techniques pre-

sented previously are handcrafted to solve a particular task and
require significant engineering effort. As more complex tasks are
introduced, the engineering effort needed to handcraft solutions may
become infeasible. For example, developing a guidance law for a
chaser spacecraft to detumble a piece of spinning space debris, when
the two objects are connected via flexible tethers, does not have a
clear solution that can be handcrafted. Motivated by more difficult
guidance tasks, this paper introduces a new approach that builds upon
a branch of artificial intelligence, called deep reinforcement lear-
ning, to augment the guidance capabilities of spacecraft for difficult
tasks.
Reinforcement learning is based on the idea of an agent trying to

choose actions to maximize the rewards it receives over a period of
time. The agent uses a policy that, when given an input, returns a

suggested action to take. At each time step, a scalar reward, which
may be positive or negative, is given to the agent and corresponds to
task completion. Through trial and error, the agent attempts to learn a
policy that maps inputs to actions, such that the actions taken maxi-
mize the rewards received. By selecting an appropriate reward
scheme, complex behaviors can be learned by the agent without
being explicitly programmed. For a tethered space debris detumbling
task, for example, rewards could be given for reducing the angular
velocity of the debris, and penalties could be given for fuel usage,
forcing the agent to learn a fuel-efficient detumbling policy. The
engineering effort is reduced to specifying the reward system rather
than the complete logic required to complete the task. This is themain
appeal of reinforcement learning. Neural networks have become a
popular choice for representing the policy in reinforcement learning,
as they are universal function approximators [11]. When neural net-
works are used within reinforcement learning, the technique is called
deep reinforcement learning. The core concepts in reinforcement
learning have been around for decades, but have only become useful
in recent years due to the rapid rise in computing power. Many
notable papers have been published recently that use deep reinforce-
ment learning to solve previously unsolvable tasks. In 2015, Mnih
et al. [12] applied deep reinforcement learning to play many Atari
2600 [13] games at a superhuman level by training a policy to select
button presses (the action) as a function of the screen pixels (the
input). Silver et al. [14,15] used deep reinforcement learning to
master the game of Go in 2016, a decade earlier than expected.
Training deep reinforcement learning policies on physical robots is

time consuming and expensive, and leads to significant wear and tear
on the robot because, even with state-of-the-art learning algorithms,
the task may have to be repeated hundreds or thousands of times
before learning succeeds. Training a policy onboard a spacecraft is
not viable due to fuel, time, and computer limitations. An alternative
is to train the policy in a simulated environment and transfer the
trained policy to a physical robot. If the simulated model is suffi-
ciently accurate and the task is not highly dynamic, policies trained in
simulation may be directly transferrable to a real robot [16]. For
example, Tai et al. [17] trained a room-navigating robot in simulation
and deployed it to reality with success. Although good results were
obtained, this technique is unlikely to generalize well to more diffi-
cult or dynamic tasks due to the effect known as the simulation-to-
reality gap [16,18,19]. This effect states that, because the simulator
within which the policy is trained cannot perfectly model the dynam-
ics of the real world, such a policy will fail to perform well in a real-
world environment due to overfitting of the simulated dynamics.
Efforts to get around this problem often take advantage of domain
randomization [20] (i.e., randomizing the environmental parameters
for each simulation to force the policy to become robust to environ-
mental changes). Domain randomization has been used successfully
in a drone racing task [21] and in the manipulation of objects with a
robotic hand [20]. However, domain randomization significantly
increases the training time because the policy must learn to become
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adept at all dynamic variations of the task. Other efforts to solve the
simulation-to-reality problem involve continuing to train the policy
once deployed to experiment. A drifting car [22] policy was partially
trained in simulation, and then fine-tuning training was performed
once experimental datawere collected. A quadrotor stabilization task
[23] summed the policy output with a conventional proportional
derivative controller to guide the learning process and help with the
simulation-to-reality transfer.
Deep reinforcement learning has also been applied to aerospace

applications, although mostly in simulation. A simulated fleet of
wildfire surveillance aircraft used deep reinforcement learning to
command the flight path of the aircraft [24]. Deep reinforcement
learning has also been applied to spacecraft map generation while
orbiting small bodies [25], spacecraft orbit control in unknown
gravitational fields [26], and spacecraft orbital transfers [27]. Others
have used reinforcement learning to train a policy that performs
guidance and control for pinpoint planetary landing [28,29]. Neural
networks have been trained to approximate off-line-generated opti-
mal guidance paths for pinpoint planetary landing, such that the
neural network approximates an optimal guidance algorithm that
can be executed in real time [30,31].
Inspired by the ability of deep reinforcement learning to have

behavior be learned rather than handcrafted, and motivated by the
need for new simulation-to-reality transfer techniques, this paper
introduces a novel technique that allows for the use of reinforcement
learning on a real spacecraft platform. The proposed technique builds
off of the planetary landing work [28,29], where the neural networks
were trained to approximate handcrafted optimal guidance trajecto-
ries and a conventional controller was used to track the approximated
trajectory. Here, deep reinforcement learning is used to train a
guidance policy whose trajectories are fed to a conventional con-
troller to track. Using reinforcement learning allows an unbiased
guidance policy to be discovered by the agent instead of being shown
many handcrafted guidance trajectories to mimic. The proposed
technique is in contrast to typical reinforcement learning research,
where the policy is responsible for learning both the guidance and
control logic. By restricting the policy to learn only the guidance
portion, we harness the high-level, unbiased, task-solving abilities of
reinforcement learning while deferring the control aspect to thewell-
established control theory community. Control theories have been
developed that are able to perform trajectory tracking well under
dynamic uncertainty [32–34], and can therefore handle model dis-
crepancies between simulation and reality. Harris et al. [35] recently
presented a strategy that uses reinforcement learning to switch
between a set of available controllers depending on the system state.
The authors [35] suggest that reinforcement learning should not be
tasked with learning guidance and control because control theory
already has great success. By combining deep reinforcement learning
for guidancewith conventional control theory, the policy is prevented
from learning a controller that overfits the error-prone simulated
dynamics.We call our deep reinforcement learning guidance strategy
deep guidance. The novel contributions of this work are 1) the deep
guidance technique, which combines deep reinforcement learning as
guidance with a conventional controller; 2) experimental demonstra-
tions showing that this deep guidance strategy can be trained in
simulation and deployed to reality without any fine-tuning; and
3) the first, to the best of the authors’ knowledge, experimental

demonstration of artificial intelligence commanding the motion of
a spacecraft platform.
It should be noted that, although the authors were motivated

by difficult guidance tasks, such as detumbling tethered space debris,
in this paper, a proof-of-concept task—a simple spacecraft pose
tracking and docking scenario—is considered. Demonstrating the
deep guidance technique on a simple task will highlight its potential
for use on more difficult tasks.
This paper is organized as follows: Sec. II presents background on

deep reinforcement learning and the specific learning algorithm used
in this paper, Sec. III presents the novel guidance concept developed
by the authors, Sec. IV describes the pose tracking scenario consid-
ered, Sec. V presents numerical simulations demonstrating the effec-
tiveness of the technique, Sec. VI presents the experimental results,
and Sec. VII concludes this paper.

II. Deep Reinforcement Learning

The goal of deep reinforcement learning is to discover a policy, πθ,
represented by a feedforward neural network and whose subscript
denotes it has trainable weights θ that maps states, x ∈ X , to actions,
a ∈ A that, when executed, maximize the expected rewards received
over one episode. (In reinforcement learning, one simulation is called
one episode.) The action is obtained by feeding the state to the policy,
as follows:

a � πθ�x� (1)

Although many deep reinforcement learning algorithms are cur-
rently available, this work uses the distributed distributional deep
deterministic policy gradient (D4PG) algorithm [36]. The D4PG
algorithm, released in early 2018, was selected because it operates
in continuous state and action spaces, it has a deterministic output, it
can be trained in a distributedmanner to take advantage ofmulti-CPU
machines, and it achieves state-of-the-art performance.
The D4PG [36] algorithm is an actor–critic algorithm, implying

there is a policy neural network, πθ�x�, that maps states to actions and
a value neural network,Zϕ�x;a�, with trainableweightsϕ thatmaps a

state–action pair to a probability distribution of the predicted dis-
counted rewards for the remainder of the episode. The total dis-
counted rewards expected to be received from a given state, x, and
taking action a from the policy, πθ, is given by

J�θ� � EfZϕ�x; πθ�x�g (2)

where J�θ� is the expected reward from the given state as a function of
the policy weights θ, andE denotes the expectation. The objective of
reinforcement learning is then to find a policy πθ that maximizes J�θ�
through systematically adjusting θ.
To maximize Eq. (2), we must first establish the policy and value

neural networks, shown in Fig. 1. The policy network, shown in
Fig. 1a, accepts the system state x as the input, shown with three
elements x1, x2, and x3 in the figure, and outputs a commanded
action, a � πθ�x�, which may be multidimensional. Each arrow in
the network corresponds to a trainable weight that is parameterized
by θ. The value network, shown in Fig. 1b, accepts the state and

a) Policy neural network b) Value neural network

Fig. 1 Policy and value neural networks used in the D4PG algorithm.
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action vectors as inputs, and outputs a value distribution,Zϕ�x;a�. In
other words, it returns a probability distribution of how many dis-
counted rewards are predicted to be received from taking action a
in state x and continuing to follow the policy until the end of the
episode.
Simulated state, action, next state, and reward data are obtained

from running episodes and placing the data in a large replay buffer
that stores themost recentR data. Batches of sizeM of simulated data
are randomly sampled from the replay buffer and used to train the
policy and value neural networks. From a given batch of state, action,
next state, and reward data, the value network can be trained using
supervised learning. Gradient descent is used to minimize the cross-
entropy loss function given by

L�ϕ� � E�−Y log�Zϕ�x;a��� (3)

whereY is the target value distribution (i.e., the newbest prediction of
the true value distribution based on the sampled data), as first intro-
duced by Bellmare et al. [37]. It is calculated using

Y �
XN−1

n�0

γnrn � γNZϕ 0 �xN; πθ 0 �xN�� (4)

where rn is the reward received at time step n, γ is the discount
factor (to weigh current rewards higher than future rewards), and
Zϕ 0 �xN; πθ 0 �xN�� is the value distribution evaluatedN time steps into

the future. TheN-step return [38] is used,whereN data points into the
future are included for a more accurate prediction of Y. It should also
be noted that the symbols θ 0 andϕ 0 indicate that these are not the true
weights of the policy and value networks, but rather an exponential
moving average of them, calculated by

θ 0 � �1 − ϵ�θ 0 � ϵθ (5)

ϕ 0 � �1 − ϵ�ϕ 0 � ϵϕ (6)

with ϵ ≪ 1. Having a copy of the policy and value networks with
smoothed weights has been empirically shown to have a stabilizing
effect on the learning process [12].
Equation (4) recursively calculates an updated prediction for

the value distribution for a given state–action pair according to the
reward data received. Then, byminimizing the loss function inEq. (3)
through adjusting ϕ, using learning rate β, the value network slowly
approaches these updated predictions, which are then smoothed and
used in Eq. (4). This recursive process led Sutton and Barto [39] to
write, “we learn a guess from a guess.”
With the training procedure for the value network outlined, the

policy network must now be trained. The goal is to adjust the policy
parameters θ in the direction of increasing the expected discounted
rewards for a given state, J�θ�. Because neural networks are differ-
entiable, the chain rule can be used to compute:

∂J�θ�
∂θ

� ∂J�θ�
∂a

∂a
∂θ

(7)

where ∂J�θ�∕∂a is computed from the value network, and
∂a∕∂θ is computed from the policy network. In a sense, we differ-
entiate through the value network into the policy network. More
formally

∇θJ�θ� � E�∇θπθ�x�E�∇aZϕ�x;a��ja�πθ�x�� (8)

describes how the policy parameters θ should be updated to increase
the expected rewards when the policy πθ is used. Finally, the
parameters θ are updated via

θ � θ� ∇θJ�θ�α (9)

for a learning rate α.

To implement the algorithm, K agents run independent episodes
using the most up-to-date version of the policy. Gaussian explora-
tion noise is applied to the chosen action to force exploration and is
the basis for discovering new strategies. The action is obtained
through

at � πθ�xt� �N �0; σ2� (10)

where N �0; σ2� is the normal distribution with a mean of 0 and an
exploration noise standard deviation of σ. The collected data are the
state xt, action at, reward rt, and next state xt�N , and are placed into
a replay buffer that stores the most recent R data points. Asynchro-
nously, a learner randomly samples batches of data from the replay
buffer and uses them to train the value network one step using
Eq. (3), and then trains the policy network one step using Eq. (9).
Over time, the accuracy of the value network and the average
performance of each agent are expected to increase.

III. Deep Guidance

Using deep reinforcement learning for spacecraft guidance may
allow for difficult tasks to be accomplished through learning an
appropriate behavior rather than handcrafting such a behavior. In
order for the reinforcement learning algorithm presented in Sec. II to
be trained in simulation and deployed to reality without any fine-
tuning on the spacecraft, it is proposed that the learning algorithm
cannot be responsible for the entire guidance, navigation, and control
(GNC) stack. This is to prevent the policy from overfitting the
simulated dynamics and being unable to handle the transition to a
dynamically uncertain real world (i.e., the simulation-to-reality prob-
lem) [16]. For this reason, the authors present a system, called deep
guidance, which uses deep reinforcement learning as a guidance
system along with a conventional controller. Conventional control-
lers are able to handle dynamic uncertainties andmodeling errors that
typically plague reinforcement learning policies that attempt to learn
the entire GNC routine. It is assumed that perfect navigation is
available. A block-scheme diagram of the proposed system is shown
in Fig. 2. The learned deep guidance block has the current state xt as
its input and the desired velocity vt as its output. The desired velocity
is fed to a conventional controller, which also receives the current
state xt and calculates a control effort ut. The control effort is
executed on the dynamics that generate a scalar reward rt and the
next state xt�1.
During training of the deep guidance model, an ideal controller is

assumed, as shown in Fig. 3. This ensures that the guidance model
does not overfit to any specific controller, thereby making this
approach controller-independent. Because the ideal controller per-
fectly commands the dynamics to move at the desired velocity vt, the
ideal controller and the dynamics model may be combined into a
single kinematics model.
Once trained, any controller may be used alongside the deep

guidance system for use on a real robot. Because the deep guidance
system only experiences an ideal controller during training, it is
possible that the guidance model will not experience any nonideal
states that may be encountered when using a real controller, which
may harm performance. For this reason, Gaussian noise may be
applied to the output of the kinematics to force the system into
undesirable states during training that may be encountered by a
nonideal controller.
The proposed system is trained and tested on a spacecraft pose

tracking and docking task detailed in the following section.

Fig. 2 Proposed deep guidance strategy.
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IV. Problem Statement

This section presents the simulated spacecraft pose tracking and
docking environment the deep guidance systemwill be trained within.
Although the deep guidance technique may allow for more complex
behaviors to be learned, a simple task is considered here as a proof of
concept. Similarly to other spacecraft researchers with experimental
validation [3,40–42], a double-integrator planar dynamics model is
used such that the available experimental facility can validate the
simulated results. Including a full orbital model was deemed to be
outside the scope of this paper, because the goal of this work was to
demonstrate the simulation-to-reality ability of the proposed deep
guidance approach. Furthermore, a double-integrator model is repre-
sentative of proximity operations in orbit over small distances and
timescales [43].
A chaser spacecraft exists in a planar laboratory environment, and

it is tasked with approaching and docking with a target spacecraft, as
shown in Fig. 4. The chaser and target spacecraft start at rest. The
chaser spacecraft is given some time to maneuver to the hold point in
front of the target. Then, the chaser spacecraft is tasked with
approaching the target such that the two may dock.

A. Kinematics and Dynamics Models

During training, a kinematics model is used, which approximates a
dynamics model and an ideal controller, as shown in Fig. 3. The deep
guidance policy accepts the chaser state error et and outputs the
commanded action, which in this case is the velocity vt:

xt � � x y ψ �T (11)

et � xd − xt (12)

vt � πθ�et� (13)

where xd is the desired state, and xt is the state of the system, where x
and y represent the X and Y locations of the chaser, respectively, and
ψ represents the orientation of the chaser. The velocity vt is numeri-
cally integrated using the SciPy [44] Adams/backward differentia-
tion formula methods in Python to obtain xt�1.
To evaluate the learning performance, the trained policy is peri-

odically evaluated on an environment with full dynamics and a
controller, as shown in Fig. 2. In other words, it is “deployed” to
another simulation for evaluation inmuch the sameway that it will be
deployed to an experiment in Sec. VI. The deep guidance policy

outputs the desired velocity as in Eq. (13) that is fed to a simple

proportional velocity controller of the form:

ut � Kp�vt − _xt� (14)

where Kp � diagf2; 2; 0.1g, and ut is the control effort. The Kp

values were chosen by trial and error until satisfactory performance

was achieved.
A double-integrator dynamics model is used to simulate the

motion of the chaser:

�x � Fx

m
(15)

�y � Fy

m
(16)

�ψ � τ

I
(17)

where Fx and Fy are the forces applied in the X and Y directions,

respectively; τ is the torque applied about the Z axis;m is the chaser

spacecraft mass; I is its moment of inertia; �x is the acceleration inX; �y
is its acceleration in Y; and �ψ is the angular acceleration about Z. The
accelerations are integrated twice to obtain the position and orienta-

tion at the following time step.
The following subsection discusses the reward function used to

incentivize the desired behavior.

B. Reward Function

To calculate the reward given to the agent at each time step, a

reward field f is generated according to

f�xt� � −jetj (18)

The reward field is zero at the desired state and becomes negative

linearly as the chaser moves away from the desired state.
The reward given to the agent, rt�xt;at�, depends on the action

taken in a given state. Therefore, the difference in the reward field

between the current and previous time steps is used to calculate the

reward given to the agent:

rt � kK�f�xt� − f�xt−1��k (19)

The states are weighted with K � diagf0.5; 0.5; 0.1g to ensure the

rotational component does not dominate the reward field. By reward-

ing the change in reward field, a positive reward will be given to the

agent if it chooses an action thatmoves the chaser closer to the desired

state and a negative reward otherwise. Two additional penalties are

included to encourage the desired behavior: a velocity-error penalty

and a collision penalty. To avoid chaser oscillations, velocity errors

are penalized near the desired state. To avoid collisions, the reward is

reduced by rcollide � 15 when the chaser collides with the target:

rt�

8>>><
>>>:
kK�f�xt�−f�xt−1��k−c1

kvt−vrefk
ketk�η

−rcollide for kdtk≤ 0.3

kK�f�xt�−f�xt−1��k−c1
kvt−vrefk
ketk�η

otherwise

(20)

Fig. 3 Proposed deep guidance with an ideal controller for training purposes in simulation.

Fig. 4 Spacecraft pose tracking and docking task.
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Here, vt is the chaser velocity, vref is the velocity of the hold/docking
point, η � 0.01 is a small constant, c1 � 0.5 is used to weigh the

velocity penalty such that it does not dominate the reward function,

and dt is the distance between the chaser and the target.
The learning algorithm details are presented in the following

subsection.

C. Learning Algorithm Details

The policy and the value neural networks have 400 neurons in their

first hidden layer and 300 neurons in their second layer; Fig. 1 is not to

scale. In the value network, the action is fed directly into the second

layer of the network, as this was empirically shown to be beneficial

[36,45]. The value network therefore has 138,951 trainable parame-

ters ϕ and the policy network has 123,603 trainable parameters θ.
Each neuron in both hidden layers uses a rectified linear unit as its

nonlinear activation function, shown as follows:

g�y� �
�
0 for y < 0

y for y ≥ 0
(21)

In the output layer of the policy network, a g�y� � tanh�y� non-
linear activation function is used to force the commanded velocity to

be bounded. The output layer of the value neural network uses the

softmax function, shown as follows, to force the output value dis-

tribution to indeed be a valid probability distribution:

g�yi� �
eyiP
K
k�1 e

yk
∀ i � 1; : : : ; B (22)

for each element yi and for B bins in the value distribution. Drawing

from the original value distribution paper [37], B � 51 bins are used
in this work. The value distribution bins are evenly spaced on the

empirically determined interval �−1000; 100�, as this is the range of
accumulated rewards encountered during this pose tracking and

docking task.
Thepolicy andvalue networks are trained using theAdamstochastic

optimization routine [46] with a learning rate of α � β � 0.0001. The

replay bufferR can contain 106 transition data points, and amini batch

sizeM � 256 is used. The smoothed network parameters are updated

on each training iterationwith ϵ � 0.001. The noise standard deviation
applied to the action to force exploration during training is σ �
�1∕3��max�a� −min�a���0.9999�E, where E is the episode number;

having a standard deviation of one-third the action range empirically

leads to good exploration of the action space. The noise standard

deviation is decayed exponentially as more episodes are performed

tonarrow the action searcharea, at a rate that halves roughly every 7000

episodes. Ten actors are used, K � 10, such that simulated data using

the most up-to-date version of the policy are being collected by 10

actors simultaneously. A discount factor of γ � 0.99 was used along

with an N-step return length of N � 1. The TensorFlow‡ machine
learning frameworkwas used to generate and train the neural networks.
Every five training episodes, the current policy is deployed and run

in a full dynamics environment with the proportional velocity con-
troller in Eq. (14) to evaluate its performance, as shown in Fig. 2.
During deployment, σ � 0 in Eq. (10) such that no exploration noise
is applied to the deep guidance velocity commands.

V. Simulation Results

To test the deep guidance approach, three variations of the space-
craft pose tracking and docking task are studied. The first uses a
stationary target, the second uses a rotating target, and the third uses a
rotating target with a stationary obstacle that must be avoided. The
first scenario is run both with constant initial conditions and with
randomized initial conditions,whereas the second and third scenarios
use randomized initial conditions. The 30 cm cube spacecraft plat-
form has a uniform simulated mass of 10 kg.

A. Docking with a Stationary Target

Thechaser and target nominal initial conditions are �3 m; 1 m; 0 rad�
and �1.85 m; 0.6 m; �π∕2� rad� for the chaser and target, respectively.
The hold point is 1.0 m offset from the front face of the target, and the
docking point is 0.5 m offset. Each episode is run for 90 s with a 0.2 s
time step. For the first 45 s, the desired state is the hold point, and
afterward, it is the docking point. The commanded velocity bounds are
�0.05 m∕s and��π∕18� rad∕s.
Results of the first spacecraft pose tracking and docking task are

shown in Fig. 5, and are the results of 47 h of training on an Intel® i7-
8700 K CPU. The learning curve, shown in Fig. 5a, plots the total
rewards received on each episode, which increase, as expected,
during training. The deep guidance strategy successfully learned
the desired behavior after roughly 11,000 episodes. The loss func-
tion, calculated using Eq. (3) and shown in Fig. 5b, decreases as
anticipated, indicating that the value-network output distribution is
approaching the target values calculated using Eq. (4), on average.
Sample trajectories during training are shown in Fig. 6. The gray
object represents the initial pose of the chaser, the dashed line
represents its trajectory, and the solid black object represents its final
pose. The pose tracking and docking task was successfully learned.
Next, the chaser and target initial conditions were randomized at

the beginning of each episode to force the deep guidance system to
generalize across a range of initial states and not simply master a
single trajectory. The initial states were randomized around the
nominal ones according to a normal distribution with a standard
deviation of 0.3 m for position and �π∕2� rad for attitude. Figure 7
shows the learning curve and associated loss function during training.
The learning curve, shown in Fig. 7a, shows that the agent success-

a) Learning curve b) Loss

Fig. 5 Training performance for chaser pose tracking and docking for a stationary target with constant initial conditions.

‡Software available from https://www.tensorflow.org/.
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fully learned a more general guidance strategy in the presence of
randomized initial conditions. The learning curve appears noisier
than the learning curve shown in Fig. 5a because each episode may
have slightly more or less rewards available depending on the initial
conditions. Sample trajectories once training was complete are
shown in Fig. 8.

B. Docking with a Spinning Target

This subsection presents the second scenario that the deep guid-
ance system was trained on, that is, a spacecraft pose tracking and
docking task in the presence of a spinning target. All learning
parameters are identical to those presented in Sec. IV.C, demonstrat-
ing the generality of the proposed deep guidance approach. The target
spacecraft is given a constant counterclockwise angular velocity of
ω � �π∕45� rad∕s. The velocity bounds on the chaser are increased
to�0.1 m∕s. Each episode is run for 180 s with a 0.2 s time step. For
the first 90 s, the chaser is incentivized to track the moving hold
position, and afterward, it is rewarded for tracking the moving dock-
ing point. The initial conditions have a mean of �3 m; 1 m; 0 rad� and
�1.85 m; 1.2 m; 0 rad� for the chaser and target, respectively, and a
standard deviation of 0.3 m for position and �π∕2� rad for attitude.
Because the target is rotating, the hold and docking points are

inertially moving with time. The learning curve in Fig. 9a shows that
a deep guidance policywas successfully learned. Sample trajectories,
shown in Fig. 10, show example motion of the chaser. The target
performs two complete rotations during the episode so that its initial
and final orientations are as shown.

C. Docking While Avoiding an Obstacle

This section presents a numerical simulation that is identical to
Sec. V.B except for the addition of a stationary obstacle that must be
avoided. The input to the policy is modified to include the distance
from the chaser to the obstacle, as follows:

ot � � eTt dT
t �T (23)

where dt are the X and Y distances from the chaser to the obstacle,
respectively. For this scenario, the deep guidance velocity is calcu-
lated through

vt � πθ�ot� (24)

The rcollide penalty is also appliedwhen the chaser collides with the
target. Collision occurs when the center of mass of the chaser is
within 0.3 m of the target. The position of the target is �1.2; 1.2� m.

a) Learning curve b) Loss

Fig. 7 Training performance for chaser pose tracking and docking for a stationary target with randomized initial conditions.

Fig. 6 Visualization of chaser trajectories at various episodes during the training process.
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The learning curve in Fig. 11a shows that a deep guidance policy
was successfully learned. Sample trajectories, shown in Fig. 12, show
the motion of the chaser. A policy that causes the chaser to track the
target while avoiding collision with the obstacle was successfully
learned.
The deep guidance systempresented in this paper was successfully

trained on simulated spacecraft pose tracking and docking tasks. It
allows the designer to easily specify a reward function to convey the
desired behavior to the agent instead of handcrafting a guidance
trajectory. Although the guidance trajectories learned in this paper
by the deep guidance system would be trivial to handcraft, the
purpose of this paper is to introduce the deep guidance technique.
It is expected that the deep guidance techniquewill unlock the ability
for more difficult learned guidance strategies in future work. All
codes used are open source and can be accessed at http://www.
github.com/Kirkados/JSR2020_D4PG.
The trained guidance policies are tested in experiment in the

following section.

VI. Experimental Validation

To validate the numerical simulations and to test if the proposed
deep guidance strategy can overcome the simulation-to-reality gap,

experiments are performed in a laboratory environment at Carleton

University. A planar gravity-offset testbed is used, where two space-

craft platforms are positioned on a flat granite surface. Air bearings

are used to provide a near-friction-free planar environment. The

experimental facility is discussed, followed by the experimental
setup and results.

A. Experiment Facility

Experiments were conducted at the Spacecraft Robotics and Con-

trol Laboratory of Carleton University, using the Spacecraft Proxim-
ity Operations Testbed (SPOT). Specifically, SPOT consists of two

air-bearing spacecraft platforms operating in close proximity on a

2.4 × 3.5 m granite surface. The use of air bearings on the platforms

reduces the friction to a negligible level. Because of surface slope

angles of 0.0026 and 0.0031 deg along both directions, residual

gravitational accelerations of 0.439 and 0.525 mm∕s2 perturb the

dynamics of the floating platforms along the X and Y directions,

respectively. Both platforms have dimensions of 0.3 × 0.3 × 0.3 m,
and are actuated by expelling compressed air at 550 kPa (80 psi)

through eight miniature air nozzles distributed around each platform,

thereby providing full planar control authority. Each thruster gener-

ates approximately 0.25N of thrust and is controlled at a frequency of

a) Learning curve b) Loss

Fig. 9 Training performance for chaser pose tracking and docking with a rotating target.

Fig. 8 Examples of learned chaser trajectories with randomized initial conditions.
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500 Hz by a pulse-width-modulation scheme using solenoid valves.
Pressurized air for the thrusters and the air bearing flotation system is
stored onboard in a single air cylinder at 31 MPa (4500 psi). The
structure consists of an aluminum frame with four corner rods on
which three modular decks are stacked. To protect the internal com-
ponents, the structure is covered with semitransparent acrylic panels.
Figure 13a shows the SPOT laboratory facility, and Fig. 13b shows
two SPOT platforms in a proximity operations configuration.
Themotion of both platforms ismeasured in real time through four

active light-emitting diodes (LEDs) on each platform, which are
tracked by an eight-camera PhaseSpace© motion capture system.
This provides highly accurate ground-truth position and attitude data.
All motion capture cameras are connected to a PhaseSpace server,
which is connected to a ground station computer. The ground station
computer wirelessly communicates ground truth information to the
onboard computers of the platforms,which consist ofRaspberry Pi 3s
running the Raspbian Linux operating system. Based on the position
and attitude data the platforms wirelessly receive, they can perform
feedback control by calculating the required thrust to maneuver
autonomously and actuating the appropriate solenoid valves to real-
ize this motion. The ground station computer also receives real-time

telemetry data (i.e., any signals of interest, as specified by the

user) from all onboard computers, for post-experiment analysis
purposes.
A MATLAB/Simulink® numerical simulator that recreates the

dynamics and emulates the different onboard sensors and actuators
is first used to design and test the upcoming experiment. Once the

performance in simulations is satisfactory, the control software is

converted into C/C++ using Embedded Coder®, compiled, and then

executed on the Raspberry Pi-3 computers of the platforms.
An NVIDIA Jetson TX2 Module is used to run the trained deep

guidance policy neural network in real time. It accepts the current

system state and returns a guidance velocity signal to the Raspberry

Pi-3 that executes a control law to track the commanded velocity.

B. Setup

The simulations presented in Sec. Vwere chosen such that they are

replicable experimentally. In other words, all three pose tracking and
docking tasks with randomized initial conditions are attempted in

experiment. The final parameters θ of the trained deep guidance

policies are exported for use on the chaser SPOT platform. The value

a) Learning curve b) Loss

Fig. 11 Training performance for chaser pose tracking and docking while avoiding an obstacle.

Fig. 10 Examples of learned chaser trajectories with a rotating target.
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network is only used during training and is not exported along with
the policy network. Initial conditions are similar to those used
previously in simulation.
The platforms remain in contact with the table until a strong lock

has been acquired on the LEDs by the motion capture system.
Following this, the platforms begin to float and maneuver to the

desired initial conditions. Then, the target remains stationary or

begins rotating while the chaser platform uses the deep guidance

policy trained in simulation to guide itself toward the hold point and

finally the docking point on the target.

It should be noted that a significant number of discrepancies exist

between the simulated environment the policywas trainedwithin and

the experimental facility. The simulated environment did not account

for the discrete thrusters and their limitations, the control thrust

allocation strategy, signal noise, system delays, friction, air resis-

tance, center of mass offsets, thruster plume interaction, and table

slope. In addition, the spacecraft mass used to evaluate the training

was 10 kg, whereas the experimental spacecraft platforms have a

mass of 16.9 kg. Significant discrepancies exist between the simu-

lated training environment and the experimental environment, which

is an excellent test for the simulation-to-reality capabilities of the

proposed deep guidance technique. Because of facility size limita-

tions, the hold point was reduced from 1.0 to 0.9 m offset from the

front face of the target.

C. Results

A trajectory of the experiment with a stationary target is shown in

Fig. 14a. It shows the the deep guidance successfully outputs velocity

commands that bring the chaser to the hold point, and then additional

velocity commands to move toward the target docking port. A

trajectory of the experimentwith a rotating target is shown inFig. 14b,

and a trajectory of the experiment with an obstacle and a rotating

target is shown in Fig. 14c. The learned deep guidance technique

successfully commands an appropriate velocity signal for the chaser

to complete the tasks.

The deep guidance technique was successfully trained exclusively

in simulation and deployed to an experimental facility, and achieved

similar performance to that during training. Combining the neural-

network guidance with conventional control allowed the trained

system to handle unmodeled effects present in the experiment. The

proposed technique successfully demonstrates the deep guidance

technique as a viable solution to the simulation-to-reality problem

present in deep reinforcement learning. Avideo of the simulated and

experimental results can be found in supplemental video S1 or online

at https://youtu.be/n7 K6aC5v0aY.

a) An overview of the SPOT facility

b) SPOT platforms

Fig. 13 Spacecraft Proximity Operations Testbed.

Fig. 12 Examples of learned chaser trajectories while avoiding an obstacle.
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VII. Conclusions

This paper introduced deep reinforcement learning to the guidance
problem for spacecraft robotics. Through training a guidance policy to
accomplish a goal, complex behaviors can be learned rather than
handcrafted. The simulation-to-reality gap dictates that policies trained
in simulation often do not transfer well to reality. To avoid this, and to
avoid additional training once deployed to a physical robot, the authors
restrict the policy to output a guidance signal, which a conventional
controller is tasked with tracking. Conventional control can handle
the modeling errors that typically plague reinforcement learning. This
paper tests this learned guidance technique, which the authors call
deep guidance, on a simple problem, that is, spacecraft pose tracking
and docking. Numerical simulations show that proximity operation
tasks can be successfully learned using the deep guidance technique.
The trained policies are then deployed to three experiments, with
comparable results to those in simulation, even though the simulated
environment did not model all effects present in the experimental
facility. Futureworkwill further explore the generality of the technique
and its use on more-difficult problems.
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